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Abstract—A novel technique of association rules to provide 

efficient recommendation services for E-Commerce 

environment is proposed in this paper, which is used to help 

online shop managers to increase profit and give associate 

product recommendation to online customers. In order to reach 

these two goals this technique should be based on profit and give 

a better recommendation to buyers. Here the profit-support 

association rule algorithm is presented, which uses a unique 

profit to generate a minimum support for every item and 

multiple minimum supports to mine association rules. Through 

several experiments, we have shown that these optimization 

techniques can yield significant performance improvement.  

 
Index Terms—Association rules, data mining, information 

extraction, recommendation system. 

 

I. INTRODUCTION 

Recently, many of commerce systems are willing to apply 

association rule mining to their businesses. They have been 

trying to increase their own profits and provide customer 

services. Particularly, decision makers want to increase the 

precise investment costs and also returns of the investment 

(ROI) by applying such mining systems. However, it is 

difficult for the traditional association rule algorithms to meet 

such requirements. Thus, we note that such traditional 

association rule algorithms are simply based on sales volume 

of items (i.e., whether a certain item is included in a particular 

transactions). It means that it is impossible to discover the 

items of whose sales volume are rare even though they are 

very profitable. On the other hand, in terms of 

recommendation services, customers will obtain the items 

which are frequently occurred in many transactions. Then, 

the chance of increasing the profit might be getting lower 

with these services. 

Though there are kinds of information systems relating to 

how to manage market transactions, market managers still 

expect to apply information processing techniques for better 

business performance (e.g., reducing costs, increasing profits 

and providing users with better services). In order to satisfy 

the requirements of market managers, some commerce 

recommendation systems are introduced to apply association 

rule mining to efficiently conduct such management tasks.  

In the literature of data mining, a plenty of different 

algorithms for association rule mining have been proposed 

[1]-[3]. However, they can not support decision makers to 
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discover useful business strategies in practice. Association 

rule mining on the problem of shop basket analysis is 

especially based on the history of customer purchase records 

in commerce environments [4]-[6]. 

However, we have realized there is a problem about 

applying the existing association rule algorithms to the 

market recommendation service. Most of the rules mining 

schemes such as Apriori algorithm consider only the sales 

volume of the items while ignoring the profit of items. 

Thereby, we proposed a novel algorithm, profit-support 

association rule algorithm, to adopt the relationship between 

the sales volume and the profit of each item during the data 

mining process. 

The outline of this paper is organized as follows. In 

Section II, we introduce back-ground and the previous work 

on association rules. Section III describes the problem 

statement of this work. In Section IV, we present 

profit-support association rule mining method to deal with 

this problem. Section V shows a case study that we have 

tested the proposed method for evaluation. The conclusion is 

addressed in the Section VI. 

 

II. RELATED RESEARCH 

Given a set of transactions T (database), the problem of 

mining association rules is to discover all association rules 

that have support and confidence greater than the 

user-specified minimum support (minsupp) and minimum 

confidence (minconf). Most of the association mining 

algorithms work in two steps:  

1) generating large itemsets that satisfy minsupp,  

2) generating association rules that satisfy minconf using 

the large itemsets.  

Association rule mining has been studied extensively in 

the previous work [7]-[9]. The models used in these studies 

are quite same in terms of finding all possible association 

rules that can meet user-specified constraints (i.e., minsupp 

and minconf). 

Association rules are playing an important role in data 

mining-based applications. One of the well-known classic 

applications is market basket analysis [10]. It can analyze a 

set of transactions (also called itemsets) purchased by 

customers, and discover meaningful patterns (e.g., 

association among items). Roughly speaking, an association 

rule can be regarded as a relationship in the form of A  B, 

where A and B are two distinct items. Two measures, namely 

the support and the confidence, are used to refine a rule. 

While the support is the percentage of transactions contained 

both A and B in the whole data set, the confidence is the ratio 

of the number of transactions that contain A and B over the 
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total number of transactions that contain A. For example, 

suppose that many people who purchase ‘DVD Player’ and 

DVD Disk’ also tend to purchase ‘Beer’. The corresponding 

association rule can be “DVD Player ∩ DVD Disk.  Beer”. 

  

III. PROBLEM ANALYSIS 

The key element that makes association rule mining 

practical is m. is minsupp. It is used to prune the search space 

and to reduce the number of rules generated. However, in 

previous algorithms [11]-[13], they only use single minsupp. 

It means that the studies implicitly assume that all items in the 

database are of the same nature (to be explained below): 

1) Every item has the same profit. 

2) Every item has similar frequencies in the database. 

This is not suitable for the case in real world. Firstly, in 

terms of profit, even though the sale of some items have 

occurred only a few times (less than the predefined minsupp), 

they can be more important (e.g., much more expensive) than 

the others which have occurred more frequently. For example, 

CD Player is much more expensive than CDs. If using 

previous association rule mining algorithms (e.g., Apriori 

algorithm [2]), we will encounter two problems: first, we 

always mine out some rules making few profits. Second, in 

the first iteration of the Apriori algorithm to generate 

1-itemset some items are deleted, which can make higher 

profits but have lower support. For example, if minsupp = 2%, 

then two rules can be potentially discovered: 

1) Rule A: DVD Disk (support=3%)  DVD Player 

(support=0.5%) 

2) Rule B: DVD Disk (support=3%)  Beer (support=4%) 

Clearly, Rule A can make more profit. But we only can 

discover Rule B if we use the previous algorithms.We have to 

remove these items in the first iteration to generate 1-itemset. 

Since the goal of our data mining task is to increase the profit, 

we should consider profit when we conduct association rule 

mining not only concerning the amount of items. Secondly, 

in many applications, some items appear very frequently in 

the data, while others rarely appear. If the frequencies of 

items vary highly we will encounter two problems:firstly, if 

minsupp is set too high, we will not find those rules that 

involve infrequent items or rare items in the data. Secondly, 

in order to find rules that involve both frequent and rare items, 

we have to set minsupp very low. However, this may cause 

combination explosion, producing too many rules, because 

those frequent items will be associated with one another in all 

possible ways and many of them are meaningless. This 

dilemma is called the rare item problem [14]. When 

confronted with this problem in applications, researchers 

either split the data into a few blocks according to the 

frequencies of the items and then mine association rules in 

each block with a different minsupp, or group a number of 

related rare items together into an abstract item so that this 

abstract item is more frequent. The first approach is not 

satisfactory because rules that involve items across different 

blocks are difficult to be found. Similarly, the second 

approach is unable to find rules involving individual rare 

items and the more frequent items. Clearly, both approaches 

are adhoc and approximate. One efficient approach to solve 

this problem is to design an algorithm which tries to mine 

association rules with multiple minimum supports. In this 

paper we will use this approach mining association rules with 

N-itemsets. 

 

IV. ALGORITHM DESCRIPTION 

This algorithm derived from the Apriori algorithm. The 

difference between this papers and previous approaches is 

that we use the profit as a criterion to set minimum support 

for each item [15l, but previous algorithms use the percentage, 

the amount of items, to set minimum support. So in our 

algorithm for finishing the whole process we first set minimal 

support for each item using unique profit criterion. Then we 

mine large itemsets with multiple minimal supports. 

A. Generation of 1-Itemset 

In previous data mining algorithms they use the percentage 

of items in the transaction database as a criterion to evaluate 

the importance of each item. As mentioned before there are 

two implicitly assumes that all items in the data are of the 

same nature. Every item has the same profit and every item 

has similar frequencies in the database. But it is not the fact in 

real life shopping transactions. Actually for super market and 

online chain store managers their final goals are to enhance 

the profit from the business. 

Therefore from the beginning of association rule mining 

we put our attention on profit attribute. We use minimum 

total profit to generate 1-itemset. In this step we only 

compare the total profit of each item with the minimum total 

profit. Because the items with low total profits take less 

weight of advantage even they have large amounts. We delete 

all the 1-items which have total profits less than minimum 

total profit. For example, in Table I we delete item4.  

 
TABLE I: EXAMPLE OF SETTING MINIMUM SUPPORT FOR ITEM 

 Item 1 Item 2 Item 3 Item 4 

Amount of items 4 40 150 150 

Unit profit 100$ 2.5$ 0.5$ 0.5$ 

Total profit 400$ 100$ 75$ 75$ 

Minimum total 100$ 

 

B. Minimum Support for Each Item Using Profit 

In this step we use Unique Profit to reevaluate and set 

Profit-support Amount, the minimum support, for each item 

and generate N-itemset. After generating 1-itemset the 

previous level-wise algorithms use one minimum support to 

do mining. They assume all items have the similar amounts. 

Obviously it is not the fact. To evaluate the importance of 

each item, profit is the most clear and effective character. So 

profit should be the criterion. But the profits of items float in 

a large range with the amount of items. For example, in the 

real supper market basket analysis beer is one frequent item 

and has large amount but low profit. The DVD Player is one 

infrequent item comparing to beer but has higher profit. From 

this point of view we use profit as a unique criterion to 

reevaluate the amount of items. In other words, here the profit 

margin is looked on as a power of amount of items. After 

reevaluating by profit, the amount of the item which has large 

amount but lower profit decreases corresponding to the 
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profits. And the amount of the item which has little amount 

but higher profit increases. Another benefit getting from 

reevaluation of the amount is that we can still use the 

level-wise Apriori algorithm to do association rule mining 

which is based on the amount of items as threshold. This 

algorithm looks like the previous approaches. But, in fact, it 

is an approach using profit criterion. Before giving details we 

first introduce one definition:  

Definition 1 (Appointed Profit) lt is a unique profit value 

given by user and is used to calculate profit-support amount 

of each item. 

Table I shows an example of determining minimum 

support for items. In general, it is set as an integer and same 

as or times of the highest unit item profit. Because setting by 

this way most of the final profit-support amount can be a 

integer thereby preprocess the computation. 

Definition 2 (Minimum Profit Support (MPS)) Instead 

making the minimum support of all items to be the same, we 

want to consider the profit impact on the frequencies. The 

MPS is computed by 

tUnit profi

profitedAppo
MPS

 int
                      (1) 

For example, in Table 1, minimum profit support of Item2 

is calculated as follow, suppose Appointed Profit is 100 

40
5.2

100 int
)2( 

tUnit profi

profitedAppo
ItemMPS         (2) 

It means that in order to get 100$ profit by selling Item2, 

we have to sell 40 Item2. In the same way we calculate 

minimum profit support of Item l. The result is equal to 1. It 

means if we sell one Item1 we can get 100$ profit. Thus, we 

can get the same profit we should sell different amount of 

Item1 and Item2. From this simply example we can find that 

profit-support algorithm is more reasonable. 

C. Mine of Large Itemsets 

After setting MPS, for each item, we can discover large 

itemsets with MPS as describe in [5]. Like Apriori algorithm, 

the proposed algorithm is also dependent on level-wise 

searching. It generates all large itemsets by making multiple 

passes over the data. In the first pass, it counts the supports of 

individual items and determines whether they are large. In 

each subsequent pass, it starts with the seed set of itemsets 

found to be large in the previous pass. It uses this seed set to 

generate new possibly large itemsets, called candidate 

itemsets. The actual supports for these candidate itemsets are 

computed during the pass over the data. At the end of the pass, 

it determines which of the candidate itemsets are actually 

large. However, there is an important exception in the second 

pass, as we will consider later. A key operation in the 

proposed algorithm is the sorting of the items in the set of 

items in ascending order of their MPS. This ordering is used 

in all subsequent operations of the algorithm. The items in 

each itemset also follow this order. For example, in Table I, 

there are four items. MPS(Item1) = 10%, MPS(Item2) = 20%, 

MPS(Item3) = 4% and MPS(Item4) = 4%. Finally, they can 

be sorted as follows: Item3, Item4, Item1, and Item2. 

 

V. EXPERIMENTAL RESULTS 

In this section we show some experiments to evaluate the 

performance using in e-commerce environment and the 

efficiency of the proposed association rule mining algorithm 

(PARMA). We show that the algorithm allows us to find 

rules with very low supports, even involved rare items, yet 

without generating a large number of meaningless rules with 

frequent items. 

In our experiment, similar to [7l, we have used IBM 

synthetic data generator to generate the data set with the 

following parameters: 1,000 items, 10,000 transactions, 10 

items per transaction on average, and 4 items per frequent 

itemsets on average. Also, we have decided the profit of each 

single item as follows; 80% of items have a medium profit 

ranging from $1 to $5, 10% of items have a high profit 

ranging from $5 to $10, 10% of items have a low profit 

ranging from $0.1 to $1. This is a simplified version of the 

normal distribution. The exact profit of each item is 

determined by random selection from the respective profit 

range. We have considered only single quantity sales for each 

item. 

In our experiments we have evaluated the performance of 

the proposed algorithm by comparing to amount-based 

association rules mining with multiple minimum support, 

MMSapriori [2l. Both algorithms are commonly based on 

multiple minimum supports.While MMSapriori is simply 

making quantities of items as the optimization goal, our 

proposed approach considers the profit of each item.In fact, 

the proposed algorithm is partially based on MMSapriori. It 

means the way of calculating N-itemsets (N > 2) with 

multiple minimum supports is the same. In other words, the 

only difference is how to generate 1-itemset. Thus, as shown 

in Table II and Table III, these two algorithms have been 

compared. 

 
TABLE II: NUMBER OF LARGE ITEMSETS FOUND. LS STANDS FOR THE 

LOWEST SUPPORT 

 MMSapriori PARMA 

LS a=2 a=10 a=20 a=2 a=10 a=20 

0.1% 5140 25030 29570 5070 24000 28470 

0.2% 4920 12850 13100 4750 11250 12020 

0.3% 2400 5040 5910 2300 4980 5900 

 
TABLE III: NUMBER OF CANDIDATE ITEMSETS 

 MMSapriori PARMA 

LS a=2 a=10 a=20 a=2 a=10 a=20 

0.1% 326520 356840 402560 345450 369510 422100 

0.2% 269540 275100 290110 285640 285000 310050 

0.3% 225460 235420 241050 235010 250550 259840 

 

We found that the results of our proposed PARMA 

algorithm are always lower than that of MMSapriori as 

shown in Table II, since PARMA can remove most of 

1-items which take less profit at the first time to pass over the 

database. Moreover, while the numbers of large itemsets by 

MMSapriori are mostly larger than by PARMA, PARMA 

generates more candidate itemsets as shown in Table III. 

Thus, it proves that PARMA is more efficient than 

MMSapriori. Firstly, PARMA uses minimum total profit 
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value to generate 1-itemset at the beginning of the process so 

that it can delete most of the useless items. Secondly, we use 

profit support to generate N-itemsets. This step deletes the 

itemsets which take less weight of profits efficiently. 

 

VI. CONCLUSION 

Profit-support association rule for E-commerce improves 

the efficiency of user operation and helps the online shop 

managers to get more profits not only to increase the quantity 

of sale. In order to make such association rules truly practical 

and efficient, in this study, we first introduce unique profit 

criterion to generate unique minisupp for each item and 

combine this technique with the traditional algorithm of 

mining association rules with multiple minimum supports. 

Finally, we apply this profit-support association rule mining 

algorithm in E-commerce environment. 

Our algorithm, Profit-support Association Rule algorithm, 

still needs to solve some problems. For example, the 

minimum total profit is difficult to be set value, the 

time-consuming is very long and how we improve the 

efficiency. We should modify this approach to solve these 

problems in the future. 
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